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Data-free Knowledge Extraction from Deep Neural Networks

Welcome to the tutorial on Data-free Knowledge Extraction to be held as part of the NCVPRIPG 2023 conference.

Abstract

Data-free Knowledge Extraction (DFKE) refers to the process of extracting useful information from a trained deep
neural network (DNN) without accessing the underlying training data over which the DNN is trained. The extracted
information can be diverse. For instance, it can be a replica of the DNN itself, some sensitive information about the
underlying training data, or patterns from thereof, etc. DFKE can be extremely vexing particularly in deployments like
MLaa$S (Machine Learning as a service). Considering the amount of data, human expertise, and computational
resources that are typically required to learn the sophisticated DNNGs, it is natural to consider them as intellectual
property. Therefore, they need to be protected against any such attempts of extraction (referred to as attacks). On the
other hand, philosophically it would be interesting to (i) understand the utility of these trained models without their
training data, and (ii) formulate guarantees on the information leakage (or extraction). In this tutorial. I plan to first
introduce the phenomenon of data-free model extraction and discuss different ways in which it can be manifested,
both in white-box and black-box scenarios. In the later part, I will focus more on the potential threats of leaking
sensitive information about the training data to a dishonest user in the form of different attacks. Finally, I will discuss
some of the active directions to investigate further.

Topics to be discussed

o Introduction
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e Introduction
o DFKE
o How it happened to me
o Noise optimization for DFKE)

i. Preliminaries (KD, etc))

e Generative Reconstruction for DFKE
o  Preliminaries (GANs, etc.)

e Adversarial Exploration for DFKE

Data-free Attacks

Conclusion
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INntroduction

How it all started!
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Success of Deep Learning

e Numerous applications

e Impressive performances
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Deployment
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Deployment

1. Handing Over the model physically
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Deployment

2. Allowing (pay-per-query) access over the cloud (MLaaS)
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Haonding over the model
ohysically
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Environment
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Models in the absence of training data

e Can

o Inference (deploying)

o Pre-training and Transfer Learning
e Can't(?)
o Compression & Distillation

o Fine-tuning & Continual learning

o Adapting, etc.
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Knowledge Distillation
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Knowledge Distillation (KD)

e High-capacity Teacher model —

Teacher ’/)) 4 soft labels

predictions
E N ""L o ’,/

Training data

a smaller Student model

distilled| knowledge

hard labels

el "‘-' d predictions € true label

Student
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Knowledge Distillation (KD)

Useful for
Model Compression

e High-capacity Teacher model —

= l4 o softlabels

a smaller Student model

predictions

distilled| knowledge

hard labels
dictions €7 true label

3 3
. "
¥ ¥

o be trained! pre
Training data RV
Student
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Knowledge Distillation (KD)

Dataset \‘ T(z,0r,7)
= T >
- Distillation Loss
Likp(S(x,0s,7),T(x,07,7))

S(‘T., 9g T) R
S ~ > L¢ E(?:/,S's y) Cross-entropy Loss
Ys
iy = Z LKD(S(x-/ 957 7-)7 T(ZL‘ 0T7 T))+)‘LCE(QS7 y)
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Knowledge Distillation (KD)

Deep neural network
Multiple hidden layers

Hard
Softmax with Labels
Temperature

1
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Knowledge Distillation (KD)
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Final Layer logits
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Knowledge Distillation (KD) - types

e Prediction/Response

Distillation

e F[eature Distillation

e Relation Distillation
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https://arxiv.org/abs/2006.05525

Requirement

soft labels
predictions

distilled| knowledge

Transfer set

hard labels

be trained| predictions € true label
S

Requires
Training Data on
which T is trained
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KD in the absence of training data

T(z,0r,T)

~

ﬁ ’
jJ Distillation Loss
S

Dataset

LK[)(S(.I‘. 0s,7), T(*))
S(z,0s,7)
L(ﬂ y) Cross-entropy Loss
Ys

v

v
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KD in the absence of training data

Dataset

ﬂ .
Distillation Loss
LK’D(S(:I’.QS'.T),T(*))

(”l 95 T)
Lgﬂ, y) Cross-entropy Loss
Ys

Can the trained Teacher model help with transfer set?
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Mining Data-Impressions from Deep
Models as Substitute for Unavailable
Training Datao

Konda Reddy Mopuri et al.
ICML 2019 & Trans. on PAMI 2021
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Class Impressions: Parometers — patterns
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Class Impressions: Parometers — patterns

Pre-softmax

E ¢ = Lakeland Terrier
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Class Impressions: Parameters — patterns

Pre-softmax

E ¢ = Lakeland Terrier

\
T
s
/

. 1)\3 L
680D »038s &)_aa;é éol‘g poorend Konda Reddy Mopuri et al., Ask, Acquire and Attack: Data-free UAP ot I >
AT ANt deerr gevmare generation using Class impressions, ECCV 2018 Data-driven Intelligence
Indian Institute of Technology Hyderabad & Learning Lab




Class Impressions: Parameters — patterns
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Class Impressions: Parameters — patterns
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Class Impressions: Parameters — patterns

Goldfish Monarch
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Training on Cls: Limitations

e Generated samples are less faithful and diverse

e One-hot vector labels are reconstructed
o — minimal latent/dark knowledge — not so close to the natural data

e Student suffers poor generalization
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Need an Improved modelling of the output
space
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Dirichlet modelling of output space

e Softmax space of each class K yk ~ DiT(K, Ozk)
e Supportisthe probabilities of a K-way classification

e Concentration param (a) —» spread of the distribution
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Dirichlet modelling of output space

PDF f{x; @)
PDF fix; @)

y* ~ Dir(K,a")

> N
PDF f{x; @)

Figure credits: Wikipedia S
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Dirichlet modelling of output space

e Concentration param («)
o Encodes the preferences over the regions of the support

e Samples should reflect the desired inter-class similarities (latent

knowledge)
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Dirichlet modelling of output space

e Concentration param () — inter-class similarities

Output Volume  oytput Volume
588x1 20x1

Output Nodes
5x1

Output Volume
14x14x3
RelLU Activation Fn.
Volume-28x28x3

C

Convolution

QOO0

layer Stride 1 . s /
Max Pool 2 i
layer Stride 2 O O Soft-max Layer
. ; Fully connected Soft-Max
Flattenlayer | ,yerReLU Activation Activation Fn
Fn.
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Dirichlet modelling of output space

e Concentration param () — inter-class similarities

Ty .

0(7/7]) —

|||y |

W, - weights learned by the Teacher’s
softmax classifier for class ‘k’

Class similarity matrix
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Data Impressions
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Distillation with Dls

Data Impressions (D) \l
e T T($7 9T> T)
.n T B Distillation Loss

..-._ — Lxp(S(z,0s,7),T(z,0r,7))

Skl d S(a.fs7) |
4>
Transfer set S 5 — LCE(Q%) Cross-entropy Loss
S
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Distillation with Dls

Data Impressions (D) \l
e T T(iIJ, 9T> T)
. n : Ao Distillation Loss

..-._ — Lxp(S(z,0s,7),T(z,0r,7))

Skl d S(a.fs7) |
4>
Transfer set S 5 — LCE(Q%) Cross-entropy Loss
S

fs = argmin E Lxp(T(z,0r,7),5(Z,0s,7))
Os
zeX
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Generated Samples

plane=1.0, car=1.0, bird=1.0, cat=1.0, deer=1.0, dog=1.0, frog=1.0, horse=1.0, ship=1.0, truck=1.0,
bird=0.0 bird=0.0 frog=0.0 dog=0.0 bird=0.0 cat=0.0 cat=0.0 dog=0.0 bird=0.0 plane=0.0

plane=0.98, car=0.96, bird=0.96, cat=0.98, deer=0.97, dog=0.98, frog=0.98, horse=0.96, ship=0.96, truck=0.98,
bird=0.01 cat=0.01 plane=0.01 dog=0.01 horse=0.01 car=0.01 bird=0.01 deer=0.03 bird=0.02 plane=0.0

plane=0.76, car=0.67, bird=0.77, cat=0.75, deer=0.77, dog=0.78, frog=0.72, horse=0.75, ship=0.76, truck=0.7,
bird=0.21 bird=0.08 dog=0.11 dog=0.17 bird=0.21 bird=0.18 bird=0.23 bird=0.17 bird=0.1 car=0.22

—
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Performance

Model Performance
Teacher — CE 09 34 Model Performance

Student — CE 98.92 Teacher — CE 83.03
Student—KD 99.25
(Hinton et al., 2015) Student — CE 80.04
60K original data Student — KD 80.08
(Kl?ouorir;tinag[hggs) 86.70 (Hinton et al., 2015)
50K original data
(Lopes et al., 2017) 92.47
(uses meta data) ZSKD (OU rs) 69.56
ZSKD (Ours) 98.77 (40000 DIs, and no original data)

(24000 DIs, and no original data)

CIFAR-10
MNIST
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Performance
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Model Data-free Performance (%)

VGG-19 (T) X 87.99

VGG-11 (S)- CE X 84.19

VGG-11 (S)- KD [9] X 84.93

VGG-11 (S)- KD (Ours) 7 74.10

Resnet-18 (S) -CE X 84.45

Resnet-18 (S) -KD [9] x 86.58

Resnet-18 (S) -KD (Ours) v 74.76
Model Data-free Performance (%)
Resnet-18 (T) X 86.54
Resnet-18-half (S)- CE X 85.51
Resnet-18-half (S)- KD [9] X 86.31
Resnet-18-half (S)- KD (Ours) v 81.10

CIFAR-10
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Noise Optimization
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KD in the absence of training data

Dataset

ﬂ .
Distillation Loss
LK’D(S(:I’.QS'.T),T(*))

(”l 95 T)
Lgﬂ, y) Cross-entropy Loss
Ys

Can the trained Teacher model help with transfer set?

N\

A 4

TRt enfe) Rerm fevmEe Data-driven Intelligence
Indian Institute of Technology Hyderabad & Learning Lab

- Dil
Ill 2r68ah R0ZBS dapd H0Y PSR I. i




Noise Optimization

1. Sample noise (e.g. from a Gaussian distribution)
2. lterative Gradient Ascent/Descent — Alternate transfer set
3. Perform KD
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Noise Optimization

xr

nlﬂ i =argmin R(E,T)

R is the regularization that constraints (prior)

2 " =argmin R(2,T) + Loe(T(2),7)

Class-conditional transfer sample
Cross-entropy loss
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Noise Optimization

(X,Y)

argmin Y Lop(S(E),§) + Lxp(S(E), T (%)) @
S
(2,9)

&S

Perform the distillation
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Noise Optimization

~ %k

I* = arg mit Lcoe(T(2),9)

T

Suitable regularization for distilling the knowledge from Teacher
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Noise Optimization - Regularizing activation

e Lopes etal 2018 save the activation summary of the Teacher's

layers

o Mean and Variance

—( ’Ioss‘ -
%
t ' X A
==— Gomtms, - ) O
fasta) Faata |

train in datacenter release with reconstruct compress  deployin
with original data metadata a dataset model smartphone
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https://arxiv.org/abs/1710.07535

Noise Optimization - Regularizing activation

e Lopes etal 2018 save the activation summary of the Teacher's

layers

o Mean and Variance

R=UT1%:), D)

¢, is the ith layer mean activation saved from the teacher T
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Noise Optimization - Regularizing activation
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Noise Optimization - Regularizing activation

e Not dato-free
o Metadata is saved
e Activations can't represent the complex training data

o Can't be applied to sophisticated models
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Noise Optimization - Regularizing prediction

e Class and Data Impressions [2018, 2019 & 2021]

R=UT(x).5)

s : is sampled from the softmax space
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https://arxiv.org/pdf/2101.06069

Noise Optimization - Natural Image Prior

Rimg(%) = Rav(Z) + Ri, (T)

Deep Dream [2015] imposes smoothness prior (adjacent pixels to be

correlated)
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https://ai.googleblog.com/2015/06/inceptionism-going-deeper-into-neural.html

Noise Optimization - Natural Image Prior

Rimg(%) = Rav(Z) + Ri, (T)

TV(X) = Z 1% — x|
i,JEN
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Noise Optimization - Natural Image Prior

Rimg (&) = Ry (&) + Riy ()

Hartebeest Measuring Cup

Parachute Screw

Deep Dream [2019] DiL
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Noise Optimization - BatchNorm Statistics

e BatchNorm layers in CNNs save

o Running mean and variance — prior about the training data [Deeplnversion
2020]

Rens() = D (1 (®) — w3 + 167 (&) — o7 [13)
l

~ X

#* = arg min Res (%) + Rimg (%)
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https://arxiv.org/pdf/1912.08795.pdf
https://arxiv.org/pdf/1912.08795.pdf

Batch Normalization

Input: Values of r over a mini-batch: B = {x; ., };
Parameters to be leamed: ~, 3
Output: {y; = BN, 5(x;)}

1 -
HB — — T // mini-batch mean
m e
1 m
o%,» — — (x; — ;13)2 // mini-batch variance
Lo
5 TP — UB .
Ti —'——L // normalize
Vogte
Y A= ¥Z; + 8 = BN, 5(x;) // scale and shift

YR genfire W devmEe Data-driven Intelligence
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Noise Optimization - BatchNorm Statistics
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https://arxiv.org/pdf/1912.08795.pdf

Noise Optimization - Summary

e FEvery sample « hundreds of gradient ascent/descent steps
o Computationally expensive

e Quoality of the alternate transfer set can’t be determined during

synthesis

o Have to perform the KD to evaluate
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A

Generative Reconstruction

Adversarial framework for DFKD
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Generative Adversarial Network (GAN)

e Generative model to draw high quality samples from the unknown

data distribution (p,)
o Only samples are available from the high-dimensional distribution

e Without computing the densities (p, and p_ ) it ensures the

closeness of the samples
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Generative Adversarial Network (GAN)

Goal of GAN (in math): for “all” possible parameters of D,

real images from distribution X
Ez-n(on[P(G(2))] = Ex-x[D(X)]

a real value

' < discriminator D
random Gaussian generator G ‘ []:] W indicating how “fake”
-~ o l] the image is
f

o

ake images

ming maxp (JEQCNPMta [logD(x)] + E.np, [log(1 — D(G(z)))])

TRt enfe) Rerm fevmEe Data-driven Intelligence
Indian Institute of Technology Hyderabad & Learning Lab

() o
Illl 2r68ah R0ZBS dapd H0Y PSR Figure from Microsoft Research Blog DI ]_.




Generative Adversarial Network (GAN)

e G attempts to learn the prior (p,) on the target data with the help
of D

o Adversarial loss navigates G towards O,
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GANs for DFKE

e Noise optimization enforces prior about the training data

e Con GANs do it too?

(@)

(@)

@)

Synthesize samples that reflect the training distribution via regularizing

Activations
Predictions
BNS

etc.

YRG! |y 2evmEe
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Generative Reconstruction
r=G(z), z~p.(2)

argmin E,., ,)R(G(2),T)
G
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Generative Reconstruction

e Alternate between synthesis and Distillation/Transfer

o One generator update for each iteration of transfer
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Generative Reconstruction

o DAFL 2019 (ICCV 2019) proposed three terms to regularize the

generative reconstruction of the training data

e Adapted by later works
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https://openaccess.thecvf.com/content_ICCV_2019/papers/Chen_Data-Free_Learning_of_Student_Networks_ICCV_2019_paper.pdf

Generative Reconstruction

Generated Images Teacher Network

DAEL 2019

Random Signals

Distillation
Student Network

il o (i .
= EZHcross(yz’T’tz) Ea: _gZ”‘f%”l Ew_ mfo ZYT

TRt enfe) Rerm fevmEe Data-driven Intelligence
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https://openaccess.thecvf.com/content_ICCV_2019/papers/Chen_Data-Free_Learning_of_Student_Networks_ICCV_2019_paper.pdf

Generative Reconstruction

o DFKA 2021 distill multiple teachers onto a multi-task student
o |Luo etal 2020 Haroush 2020, Besnier 2012 use BNS to distill an

ensemble of teachers
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https://openaccess.thecvf.com/content_CVPR_2020/papers/Ye_Data-Free_Knowledge_Amalgamation_via_Group-Stack_Dual-GAN_CVPR_2020_paper.pdf
https://arxiv.org/abs/2012.05578
https://arxiv.org/abs/1912.01274
https://arxiv.org/abs/1911.02888

Generative Reconstruction

e DeGAN 2020 employs proxy data as a prior

o Useful for class incremental learning etc.

e Fangetal 2021, Han et al. 2021 focus on diversity
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https://arxiv.org/abs/1912.11960
https://www.ijcai.org/proceedings/2021/0327.pdf
https://ieeexplore.ieee.org/document/9414674

Generative Reconstruction

e Navaok & Mopuri et al. 2021 and Chen et al. 2021 explore the

arbitrary data as the transfer set

e Non-trivial performance, provided ‘class-balancing’
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https://arxiv.org/abs/2011.09113
https://openaccess.thecvf.com/content/CVPR2021/papers/Chen_Learning_Student_Networks_in_the_Wild_CVPR_2021_paper.pdf

Arbitrary transfer set

i |
. ' -
Y mmly picked 'M' Arbﬂnrybmnm n
| . @ Distillation Loss
- Lip(T(x,07,7),5(x,65.7))
. ~ ) e 4 -
Projecting e Student Network
somples ko Teacher Network " (frainabley ——————
spondil
! Sarget classes (o
S
= & = ..
i e =1
C

g = N\ o
Composition of Transfer Set in absence of Original Training Data Student Training with Distillation Loss

using Arbitrary Transfer Set

mwm ‘:3:’& ':M" Teacher Network
- _» (Trainedand Frozen)  ______

one composite

unlabelled set

(icon & (ma.pqm % Z00mk il
etal

stores, Class-balanced Arbltuly Transfer Set

g
'C' buckets of target classes Auymonmlon

(a) (b)

Nayak & Mopuri et al. 202]
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https://arxiv.org/abs/2011.09113

Arbitrary transfer set

O Random Noise (Unbalanced)

o = ® 7 @ Random Noise (Balanced)
3 e 3 N O Synthetic (Unbalanced) (Clevr)
] > 8 @ - o @ @ Synthetic (Balanced) (Clevr + Mid-Air)
- [ ; - O Natural (Unbalanced)SVHN
2 i 3 ad @ Natural (Balanced) (SVHN+Tinyimagenet)
R S ] )
© 3
n
g 5 ]
@ < - S bt u
b L .
o ;" ©
® B
] ~
s .2 &
[1 ‘e on Nl
—m mHl
MNIST FMNIST CIFAR-10 CIFAR-100

Figure 3. Comparison of the distillation performance using unbalanced and balanced arbitrary transfer sets. Balanced set outperforms its
unbalanced counterpart across all the three different varieties of arbitrary datasets: noise, synthetic and unrelated natural data.

Nayak & Mopuri et al. 202]
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Weok emphasis on ‘realistic’ reconstructions

e [wo approaches so far, aim to reconstruct realistic transfer set
e Still a big gap exists

e Then, why not letting that go and focus more on the transfer?
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Focus more on the transfer

e Modification to the Generative reconstruction

o Make it truly adversarial

o T-S pair penalizes the G
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Focus more on the transfer

Goal of the DFKD S* = argmin D(T, S)
S

model discrepancy D(T, S;G) =E,up, (»)l(T(G(2)),5(G(2)))
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Adversarial Exploration

e Goal: Motivate G to generate confusing saomples — increase model
discrepancy (T vs )
e Analogous to curriculum learning
o Progressively challenging samples are presented @

But, how to achieve this?

o]
2r68ah R0ZBS dapd H0Y PSR I. ) I ]_,

Ill YR genfire W devmEe Data-driven Intelligence

Indian Institute of Technology Hyderabad & Learning Lab




Adversarial Exploration

Update G with -ve discrepancy argmin —D(T, S;G)
G

arg min D(T, S; G)

However, in the distillation phase I
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Adversarial Exploration

e Exploration and Transfer/Distillation phases alternate
e G tries to maximize the discrepancy and S tries to minimize (via

imitating T)
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Adversarial Exploration

e Discrepancy can be computed at

o Feature-based

o Response-based

YR genfire W devmEe Data-driven Intelligence
Indian Institute of Technology Hyderabad & Learning Lab
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Adversarial Exploration

e /SKT 2019 has successfully demonstrated

o Call it Adversarial belief matching
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https://openreview.net/pdf?id=B1x00VHgIH

Adversarial Belief Matching (ZSKT)

Teacher(x,)
m YT

gm

o DiL
Ill 2r68ah R0ZBS dapd H0Y PSR Figure from_Micaelli et al. NeurlPS 2019 I. I

max min  Dgr(Vr,¥s)
Q (7]

Generator(z; @) Student (x,; 0)
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https://openreview.net/pdf?id=B1x00VHgIH

Adversarial Belief Matching (ZSKT)

e G searches for the samples on which the T and S disagree

e [hen Slearnsto match T on them

e Adversarial fromework makes G to keep exploring the input space
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Generated Images (ZSKT)

‘ |
\
—

)
-

. o)
PoBaD 038S Dand HoY ETERE Figure from Micaelli et al. NeurlPS 2019 (CIFAR10) DI L
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Adversarial Exploration

o DFAD 2020

o investigates for better discrepancy measure

o extends DFKD to semantic segmentation

YR genfire W devmEe Data-driven Intelligence
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https://arxiv.org/abs/1912.11006

Other Applications of DFK
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Domain Adaptation

/

Data Impression

2.

Step1 : Generate Data Impressions from Source Model

Source Categories

Source Model

3
—E L —

-

b ~ Dir(K, By x o) s —

-

- \
w] w;

N o

- -

4 .

Step2 : Domain Adaptation

Source Model

Target Model

(initislized with
pretrsined
source weights)

Adversarial
Domain

Discriminator

\

Source /

> Target

( Step3 : Predictions using Target Model \

Target Model
R n ---> Class Label
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Continual learning

MSE Loss
Input .| Generate Data & 2
------------ | Impressions
. [ [ ] !
Pretrained | Concatenated Logits Logits
Model H

g , / \ / \
n )l : - / \ Trainable and Initialized
Data Impresslons + New / \ \ with Old Class Weights

Class Data + Augmentations

| Transfer Set \ \ /

Labelled e
i | New Class | : Transfer Set
: Data | :
g |. ..... 4 Training =2
from Model Trained ] Model Trained s g
scraich | on Old Classes on New Classes Czombined:Model Frozen

More analysis can be found in Mopuri and Nayak et al. ICML 2019, TPAMI 2021
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Object detection

Generation Distillation

Prepare pseudo-targets T
using Algorithm 1.
1
'

Multi-Object

1
1
1
1
1
1 4
L ) Impressions
oneet | (53 -
P i Lgt + Ldiv !
' 1
'
) 1
! ] Limitation
: '
BA q R Trainable 1 S
z; z;fliﬁ — e Eé’“ D Frozen and BP :
2" = FLIP(z)) a = CUT(z!"") 1
2 * = Frozen and no BP
vi v = FLIP@) = CUTG"™) > " [] i I
> E —
1 gt
BP: P ion of the 1
BA: Batch Augmentation 1
a) b)
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https://www.bmvc2021-virtualconference.com/assets/papers/0906.pdf

Attributes of full-access (white-box) setting

e Assumes complete access to the model

o Model architecture/parameters
o Softmax predictions

o Gradients

~~>
>

WV
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DL Models are Valuable

e Involves data collection and labelling

e Model architecture design and training
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DL Models are Valuable

e Involves data collection and labelling

e Model architecture design and training

Models are Intellectual Property (IP) and need protection
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Accessing over Cloud (MLaaS)
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Machine Learning as a Service (MLaaS)

Collected Data Model Design & Training User Devices

| | o

: . — H:

- | =

: i ; =
: “—> —

| | I

R Siefred) T Sexmare https://labelyourdata.com/articles/machine-learning-as-a-service-m | pytq-driven Intelligence
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Model Extraction in MLaaS

Dataset

‘ Training
e
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Model Extraction in MLaaS

4

‘ Training
e

™ S
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Model Extraction in MLaaS

® Di
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Model Extraction in MLaaS

e No access to the model
o Family, parameters, gradients, softmax, etc.

e One can only generate (x, f(x)) pairs by querying the service
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Model Extraction in MLaaS

e No access to the model
o Family, parameters, gradients, softmax, etc.

e One can only generate (x, f(x)) pairs by querying the service

Black-box setting

X
I
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-xtracting Linear Regression
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Extracting a Linear Regression Model

e Hypothesis class: regression model from Rto R
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Extracting a Linear Regression Model

e Hypothesis class: regression model from Rto R

e A function fin this class can be described with d+1 parometers as

d
f= a0+zaz‘$z‘
1
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Extracting a Linear Regression Model

e An adversary queries {X!, x?, ... x%*'} that are linearly independent
e Can solve the linear system of equations — recover the exact

model

d
f= a0+zaz‘$z‘
1
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Model Extraction in black-box setting

e Adversarial exploration

e Victim's (Teacher) response

. pat flow Black-box access onl
only is accessible (no EBFipibanation || SAEERERROIEE e Y
- - - » Gradient approximation r R
I 1
features or gradients) Victim
1%
Generator
| CCMEFAIONIRERR . & woom: o o
G
Student
S
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https://arxiv.org/abs/2011.14779

Model Extraction in black-box setting

Gradient needs to be estimated
e.g. train a surrogate

— Data flow
—» Backprobagation Black-box access only
- - - Gradient approximation r---=-=-=---- R
| 1
Victim
A%
Generator
zZ —»> =)
Student
S

o DiL
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Ill m‘cﬂuﬁaﬁﬁaﬁw{:ﬁ%&w Flgure from DEME, CVPR 2021 Data-driven Intelligence

Indian Institute of Technology Hyderabad & Learning Lab



https://arxiv.org/abs/1710.07535

Model Extraction in black-box setting

e Forward difference method

for gradient estimation

— Data flow
—» Backprobagation Black-box access only
- - - Gradient approximation F----=----= 2
I |
Victim
m
1 flx + eu;) — f(x) %
VFWDf(x) = — g d Uj Generator |<--- | ———————
m < € zZ —>
1=1 g
Student
S

Requires softmax output of the Victim
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Model Extraction in black-box setting

e Victim models typically give away top-1 label, but not softmax
response

e Need to extract the model with ‘Hard Label response
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Model Extraction in black-box (or, hard label) setting

G and D training

— Forward Propagation Clone Model Training
«- - - Backward Propagation for g (CB)
Generator .| Victim Model > Lce Lodvrea = E  [logD(z)]
<4~ - - Backward Propagation for V L', A T~Pdata(T)
Clone 1
I
Generator Training : ﬁadv,fake = E [lOQ(l = 'D(g(z))]
: 2~N(0,1)
2~ N(0,1) Generator = G(2) | Clone Model [~~~ C(z)
——————————————— (& .- ‘
: ‘ mgln mgaz Eadv,’real 5 Ladv,fake
]

‘cclass,_div
Discriminator | <~~~ -~ -~~~ ~
Eadv

. o
880D #0388 depss $0P Presrard Towards DFME in hard label setting, Dl L
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https://openaccess.thecvf.com/content/CVPR2022/papers/Sanyal_Towards_Data-Free_Model_Stealing_in_a_Hard_Label_Setting_CVPR_2022_paper.pdf

Model Extraction in black-box (or, hard label) setting

—> Forward Propagation Clone Model Training
«- - - Backward Propagation for ~
Generator _| Victim Model y(CB ) . Lop
- - - Backward Propagation for V L',
Clone 4

Generator Training

z~ N(0,1) Generator z = G(2) _| Clone Model

C(z)

Discriminator | <~~~ -~ -~~~ ~

\J

‘cclass,_div

Eadv

@]
Ill 2r68ad 0388 dend H0P resoerk Towards DEME in hard label setting,

IR SHERfrER! TR Favrare Sanyal et al. CVPR 2022

Indian Institute of Technology Hyderabad

G and D training

Ladv,'real = E ) [lOg'D(.’L’)]

T~Pdata (T

Ladv,fake = z~J\]7E(0,1) [log(1 —D(G(2))]

mgln m,gz Eadv,’real 5 Ladv,fake

K
Eclass_div = E (€7 IOg Q;
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N
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https://openaccess.thecvf.com/content/CVPR2022/papers/Sanyal_Towards_Data-Free_Model_Stealing_in_a_Hard_Label_Setting_CVPR_2022_paper.pdf

Model Extraction in black-box (or, hard label) setting

G and D training

—> Forward Propagation Clone Model Training
«- - - Backward Propagation for ~
Generator _| Victim Model y(CB ) . Lop
- - - Backward Propagation for V L',
Clone 4

ﬁG — Eadv,fake e )‘divcclass_div

1
I
Generator Training :
I
1}

z~ N(0,1) Generator z = G(2) _| Clone Model C
ki b e i Y ety (=) Lp= ['adv,real T ‘Cadv,fake

\J
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Discriminator | <~~~ -~ -~~~ ~
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https://openaccess.thecvf.com/content/CVPR2022/papers/Sanyal_Towards_Data-Free_Model_Stealing_in_a_Hard_Label_Setting_CVPR_2022_paper.pdf

Model Extraction in black-box (or, hard label) setting

—— Forward Propagation

«- - - Backward Propagation for
Generator

- - - Backward Propagation for
Clone

Generator Training

o N(O, 1 ) Generator

Victim Model

Clone Model Training

A

j(z)

_| Clone Model
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https://openaccess.thecvf.com/content/CVPR2022/papers/Sanyal_Towards_Data-Free_Model_Stealing_in_a_Hard_Label_Setting_CVPR_2022_paper.pdf

Bigger Picture

e Model extraction shares similarities with Active learning

e Dishonest user may launch variety of attacks
o Membership Inference Attack
o Model Inversion

o Model Extraction

(@)
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Membership Inference

e Given a data sample (x) and a black-box access to a trained model

M, identifying if x was in the training data of [M Shokri et al. 2017]

@% ~ - Member

- T~ Non-Member
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https://www.cs.cornell.edu/~shmat/shmat_oak17.pdf

Model Inversion Attack

e Exploiting the access to a model to infer about a training somple
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https://arxiv.org/pdf/1911.07135.pdf

Next?

YR genfire W devmEe Data-driven Intelligence
Indian Institute of Technology Hyderabad & Learning Lab

- DilL
Ill 2r68ad 0388 dend H0P resoerk I. I




Efficient/Effective Reconstruction

e Quoality of the alternate set matters
e Query bandwidth restrictions in MLaaS

e Possibility of ‘core’ samples identification

o Via a quick learning loop(?)
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Adapting the transfer strategies

e Data-driven transfer strategies may not be ideal for the extracted

pseudo samples

o Customized transfer strategies(?)

- Dil
Illl 2r68ah R0ZBS dapd H0Y PSR I. i
' D e

YR genfire W devmEe ata-driven Intelligenc
Indian Institute of Technology Hyderabad & Learning Lab




Adapting to new scenarios and models

e Distributed/Federated learning
e Sequence models and tasks

e Transformer models

e Generative Models

e Graph neural networks
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Bigger Picture

e Security aspects of ML models needs attention
o How much of information leakage is possible?
o Defenses?

e Avenues

o OOD samples and generalization

o Prediction power versus the vulnerability
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Thank You.
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